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| have a checkpoint into “checkpoint/", it is in litgpt format.

| want you to convert it to HuggingFace and write a script convert_script.py.

|
O d I n g a g e nt The model used is described in checkpoint/model_config.yaml, it is a Qwen model with ~50

parameters.

O n t h e ri se Please write code with the following interface:

def load_litgpt(path):

* Les coding agents se sont dramatiquement ameéliorés S Com G G

def do_inference_litgpt(context: list[int], litgpt_model):

. # returns log S Or sString

def do_inference_huggingface(context: list[int], litgpt_model):

. H recurns | OF S UL STrin ;_J'

Co rt_script.py" until it ;
litgpt_model = load_litgpt("checkpoint/")
hf_model = convert_to_huggingface("checkpoint/")

random_context = ... # todo draw random context
t makes sure that predictions matches, something

assert do_inference_litgpt(context, litgpt_model)
do_inference_huggingface(context, hf_model)

This example worked in one shot for instance (!)
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Les coding agents se sont dramatiquement améliores def convert._to_huggingface(path):

def do_ 1nference lltgpt(context 1ist[int], litgpt_model):
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Leur utilisation devient une part croissante de l'utilisation de

LLMS def do_ 1m‘erence hugglngface(context list[int], litgpt_model):

the followin g COdeSs un l1terates wait
converc_SCI )T S untai ‘ 1t does
litgpt_model load lltgpt("checkp01nt/")
hf_model = convert_to_huggingface("checkpoint/")

random_context = ...
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assert do inference_litgpt(context, lltgpt model) =
do_inference_huggingface(context, hf_model)
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Enjeux des coding agents

e Security
 Open-source Vs proprietaire
e Evaluation

e Souveraineté
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» Exécuter un coding agent nécessite de régler de nombreuses
permissions :

* Permission de lire des fichiers (pour lire le code)

* Permission d'écrire des fichiers (pour écrire du code, des Question: Quelgu’un sait-il ce qu’est le
configurations, ...) YOLO mode? &

* Permission d'exécuter des processus (exécuter Python,
effectuer des opérations bash)

* Permission d'executer du code provenant de serveurs
MCP

* YOLO = You only live once (on ne vit qu'une fois)
 => Accorder toutes les permissions et lancer |'exécution

* Mode tres réepandu et risque de sécurité énorme, y compris
avec les modeles open-weights



Security

What to do



Security

What to do

« Option 1 : Utiliser un bac a sable (sandbox), par exemple Claude Code peut étre utilisé dans un
navigateur dans un environnement isolé



Security

What to do

« Option 1 : Utiliser un bac a sable (sandbox), par exemple Claude Code peut étre utilisé dans un
navigateur dans un environnement isolé

* Option 2 : Bien comprendre les risques, appliquer toutes les précautions recommandees



Security

What to do

« Option 1 : Utiliser un bac a sable (sandbox), par exemple Claude Code peut étre utilisé dans un
navigateur dans un environnement isolé

* Option 2 : Bien comprendre les risques, appliquer toutes les précautions recommandees

* N'activer que les serveurs MCP de confiance, n'autoriser |'acces qu'a des fichiers spécifiques, ...



Security

What to do

« Option 1 : Utiliser un bac a sable (sandbox), par exemple Claude Code peut étre utilisé dans un
navigateur dans un environnement isolé

* Option 2 : Bien comprendre les risques, appliquer toutes les précautions recommandees
* N'activer que les serveurs MCP de confiance, n'autoriser |'acces qu'a des fichiers spéecifiques, ...

* Méme définir les permissions manuellement est probablement une mauvaise idée, de nombreuses
erreurs sont commises, de nombreux systemes sont compromis



Security

What to do

« Option 1 : Utiliser un bac a sable (sandbox), par exemple Claude Code peut étre utilisé dans un
navigateur dans un environnement isolé

* Option 2 : Bien comprendre les risques, appliquer toutes les précautions recommandees
* N'activer que les serveurs MCP de confiance, n'autoriser |'acces qu'a des fichiers spéecifiques, ...

* Méme définir les permissions manuellement est probablement une mauvaise idée, de nombreuses
erreurs sont commises, de nombreux systemes sont compromis

* Development de systemes déeployés “on-prem”



Security

What to do

« Option 1 : Utiliser un bac a sable (sandbox), par exemple Claude Code peut étre utilisé dans un
navigateur dans un environnement isolé

* Option 2 : Bien comprendre les risques, appliquer toutes les précautions recommandees
* N'activer que les serveurs MCP de confiance, n'autoriser |'acces qu'a des fichiers spéecifiques, ...

* Méme définir les permissions manuellement est probablement une mauvaise idée, de nombreuses
erreurs sont commises, de nombreux systemes sont compromis

* Development de systemes déeployés “on-prem”

 Mistral, Cohere, Poolside



Security

What to do

« Option 1 : Utiliser un bac a sable (sandbox), par exemple Claude Code peut étre utilisé dans un
navigateur dans un environnement isolé

* Option 2 : Bien comprendre les risques, appliquer toutes les précautions recommandees
* N'activer que les serveurs MCP de confiance, n'autoriser |'acces qu'a des fichiers spéecifiques, ...

* Méme définir les permissions manuellement est probablement une mauvaise idée, de nombreuses
erreurs sont commises, de nombreux systemes sont compromis

* Development de systemes déeployés “on-prem”
 Mistral, Cohere, Poolside

* Restriction d’acces a internet, meilleure sécurité



Security

What to do

« Option 1 : Utiliser un bac a sable (sandbox), par exemple Claude Code peut étre utilisé dans un
navigateur dans un environnement isolé

* Option 2 : Bien comprendre les risques, appliquer toutes les précautions recommandees
* N'activer que les serveurs MCP de confiance, n'autoriser |'acces qu'a des fichiers spéecifiques, ...

* Méme définir les permissions manuellement est probablement une mauvaise idée, de nombreuses
erreurs sont commises, de nombreux systemes sont compromis

* Development de systemes déeployés “on-prem”
 Mistral, Cohere, Poolside
* Restriction d’acces a internet, meilleure sécurité

e => (Gros marché
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* Pour éetre clair:

* Propriétaire: modele disponible a travers une API
« Example: GPT-4, GPT-4, Claude-Opus, Gemini, ...

* Open-weight: modele dont les parametres sont disponible au téléchargement
 Example: modeles Llama, Mistral, Deepseek, Qwen, GPT-OSS-120B

* Open-Source: modeles dont le code et les données sont disponibles en plus des parametres
 Example;

 Base: GPT-Neo-x, Bloom, MPT, Pythia, Falcon, Polythias, OLMo2, ...

e Instruction-tuned: SmolLM, StarCoder, OImo3, ...



Open-source vs proprietary

Un modele pour tous n’est pas une bonne solution

Building out 17 gigawatts of capacity would require the equivalent of about 17 nuclear power plants, each of which takes at least a
decade to build. The OpenAl team says talks are underway with hundreds of infrastructure providers across North America, but there are

no firm answers yet.

The U.S. grid is already strained, gas turbines are sold out through 2028, nuclear is slow to deploy, and renewables are tied up in
political roadblocks.

“I am extremely bullish about nuclear, advanced fission, fusion,” Altman said. “We should build more ... a lot more of the current
generation of fission plants, given the needs for dense, dense energy.”

Source: https://www.cnbc.com/2025/09/26/openai-big-week-ai-arms-race.html

* Entrainer un modele par entreprise serait un désastre
e écologique

e societal (concentration des pouvoirs)
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Quel raisons pour I’ecart?

e Ecart de moyens:
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Un autre enjeu clé: la diversite linguistique

Plutot que LMArena, considérez https://
comparia.beta.gouv.fr/

 Entierement ouverte: code & données!
Quel performance pour les modeles ouverts?

Quel performance pour les modeles
Européens?

Total modeles: 77 Total votes: 235000

Rang @ =| Modele =l Score de
1 {5 gemini-3-flash-preview 1132
2 L. mistral-large-2512 1120
3 L. mistral-medium-2508 M5
4 {5 gemini-2.5-flash 1104
5 {5 gemini-3-pro-preview 1104
6 %7 qwen3-max-2025-09-23 1103
7 {5 gemini-2.0-flash 1100
8 & deepseek-v3-0324 1091
9 L. magistral-medium 1088
10 @ gpt-5.2 1085
1 {5 gemma-3-27b 1083
12 V] grok-4.-fast 1079
13 & deepseek-chat-v3 1079
14 & deepseek-v3-chat 1078
15 © gpt-51 1074
16 A\ claude-4-5-sonnet 1073

Mise a jour le 14/01/2026
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donneées.


https://openeurollm.eu/

Conclusion

e |Les agents de codage et les LLM : une technologie déja transformative
* Enjeux critiques a adresser :

e Seécurité : risques liés aux permissions et a |'exécution de code

* Open vs propriétaire : transparence, controle, dépendance

e Souveraineté : indépendance technologique europeenne



